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Investigating links between artificial neural networks
and human visual perception

Do layers of artificial deep neural networks process

visual information in a functionally similar way

with areas of human visual cortex?

Advances in machine learning using Deep Neural Networks 

(DNN) rival human-level performance in visual recognition 

tasks (He, Zhang, Ren, & Sun, 2015; LeCun, Bengio, & 

Hinton, 2015).

AlAlthough most studies have engineering goals and don̓t 

account for biological plausibility it has been shown that 

features learned in the hidden layers of neural network 

resemble hierarchical processing stages in the human visual 

cortex(Cadieu et al., 2014; Güçlü & van Gerven, 2014; 

Kriegeskorte, 2015)

Converging evidence from psychology and 

neuropsychology indicated the presence of Face  

Inversion Effect (FIE) in humans.

Although it̓s harder to recognize any object

ffrom upside-down, face recognition is 

disproportionately impaired by inversion 

(Epstein, Higgins, Parker, Aguirre, & Cooperman, 

2006; Moscovitch, Winocur, & Behrmann, 1997; 

Yin, 1969).

Motivation

Face Inversion Effect

The effect is partly explained by hierarchical

Face Perception Network - 

according to neuroscience data humans possess brain 

regions that activate selectively to faces,

but less or not at all to other objects (Haxby et al., 2000; 

Kanwisher et al., 1997; Yovel & Kanwisher, 2005).

Face Perception Network

Pilot experiment

Attempt 1: 
Deep Autoencoder 

Attempt 2 :
Deep Autoencoder + DBN 

Because matching and classification are different,

we attempted to add stacked RBMs to our network for 

modeling temporal memory storage.

Autoencoder learns unsupervised, and DBN memorizes its

lealearned features. Softmax layer receives simultaneous 

inputs from Autoencoder and DBN and decides whether 

features were generated from same image or not. 

However, it always concludes that images are different

Considering that Convolutional Neural Networks 

(CNN) currently dominate computer vision and 

remain state-of-the art at object recognition, we 

decided to test how they would respond to inversion. 

As in attempt 1, we trained it on upright images of 

faces and houses while tested on both upright and 

inverted. ConvNet achieved 100% accuracy on 

upupright images and it performance dropped only by 

0,6% when tested on inverted
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Visualization of Convolutional Neural Network based on AlexNet (Krizhevsky, Sutskever, & Hinton, 2012).
Feature detectors gradually increase in size and complexity, as in the primate visual cortex.
Visualization technique by Zeiler & Fergus, 2014

Layer 1

ISI

Experiment timeline

Stimuli from Caltech datasets
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Background

In our experiment subjects participated in n-1 matching task, that 

consisted of four blocks of images with fixed orientation : upright 

faces, upright houses, inverted faces and inverted houses with 

counterbalancing across blocks. Each stimuli was presented for 

250 ms

If DNN perceive visual information 

in the same way as humans they would :

1) recognize inverted objects worse than upright 

2) recognize inverted faces worse than inverted houses

TTo test the hypothesis we acquired human data and 

compared it with neural network performance, using stimuli 

from Caltech Faces and Caltech Houses datasets

Hypothesis:

Computational Modeling

Attempt 3: ConvNet

Research question

Our initial results with Deep Neural Network stacked of 

2 Autoencoders and a Softmax layer are inconsistent 

with behavioral data. Although neural network achieved 

reasonable accuracy when it was tested on upright 

images of faces and houses, it didn̓t perform rotation 

well.


